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Abstract 

This paper presents an exploratory approach for modelling and measuring the concept of 

lectal coherence ï the logical unity of idiolects, dialects, sociolects, regiolects, etc. ï and how 

coherence can shape variation and foster or constrain language change. Twelve phonological and 

morpho-syntactic features of Swabian, a dialect spoken in southwestern Germany, exemplify 

differences in lectal coherence across two communities (Stuttgart and Schwäbisch Gmünd) and 

two points in time (1982 and 2017). Following the traditional quantitative variationist approach 

pioneered by Labov (1963), coupled with Guttman-like (1944) implicational scaling, and 

drawing on concepts from the order and lattice theory of mathematics (Partee, Ter Meulen, and 

Wall 1993, Ch. 11), the proposed model brings together three views of coherence ï covariation, 

implicational scaling, and lattice theory ï to demonstrate a holistic approach to the theory of 

linguistic coherence and its influence on language change. The research question this 

investigation explores is: does lectal coherence enable or inhibit linguistic change? The 

hypothesis to be tested through this study is that more coherent lects are less vulnerable to 

change and convergence while less coherent lects are more susceptible. 

 

Keywords: sociolinguistics, language variation, language change, linguistic coherence, dialects, 

quantitative models, longitudinal studies, lifespan change, German. 
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Introduction  

Fifty years ago, Weinreich, Labov, and Herzog (1968:188) observed that ñidiolects do 

not provide the basis for self-contained or internally consistent grammars,ò rather it is the 

grammar of the speech community, governed by social factors, which reflects regularity and 

coherence and where linguistic change occurs. Hence, one approach toward explaining the 

regularity of linguistic variation and orderly heterogeneity is the notion of coherence. According 

to Guy & Hinskens (2016), the concept of orderly heterogeneity implies that ñspeech 

communities are sociolinguistically coherent .... [meaning that] the community should 

collectively behave in parallel: variants (or rates of use of variants) that index a given style, 

status, or a social characteristic should co-occurò (Guy & Hinskens 2016:2). These authors claim 

that ñto the extent that linguistic variables systematically co-vary [i.e., exhibit similar frequencies 

and distributions], they can be characterized as displaying coherenceò (Guy & Hinskens 2016:1).  

Co-variation is one method for determining coherence; however, another approach 

utilises Guttman (1944) ñscalogram analysisò to identify the underlying, orderly structure of the 

variation revealing implicational-like patterns (Bickerton 1973; DeCamp 1972; Fasold 1970; 

Greenberg 1963; Rickford 2002). A recent variation analysis using implicational scaling 

techniques is Ghyselen & Van Keymeulenôs (2016) study of the Belgian dialect of tussentaal. 

These researchers found that, as a result of dialect loss, destandardisation, and demotisation, the 

dialect-standard constellation in Flanders has transformed from a diglossic into a largely 

diaglossic repertoire. They argue that tussentaal ñis not just a random idiolectal mix of dialect 

features, but that it is structured by implicational principles shared across the speech communityò 

(Ghyselen & Van Keymeulen 2016:15). In fact, ñspeakers do not randomly mix dialect features 

when speaking tussentaal; clear patterns were found whereby the presence of one dialect feature 

automatically implies the presence of other featuresò (Ghyselen & Van Keymeulen 2016:14).  
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Auer's (1997) concept of ñco-occurrence restrictionsò advocates a similar method for 

categorising repertoires and partitioning them ñalong continua of standard-dialect realizationsò 

(Auer 1997:95). He maintains that tight, bi-directional co-occurrence restrictions (i.e., strong 

coherence) dichotomise lects while loose, uni-directional ones (i.e., weak coherence) promote 

greater variation which can stimulate language change (cf. Auerôs 'intermediate forms'). 

Remarking on the role of social factors, Auer adds, ñit seems that given the appropriate social 

backing, any co-occurrence may be turned upside downò (Auer 1997:95). The overall concern 

with linear scaling, whether bi-directional or uni-directional, is in its strictness and inability to 

account for inherent linguistic variation or the influence of social factors. Hence, the challenge 

for the current study in characterising linguistic coherence is to generalise the concept of an 

implicational structure to one more representative and inclusive of the myriad factors influencing 

orderly heterogeneity. 

The aim of this paper to explore a method for modelling and measuring linguistic 

coherence across varieties. A major assumption underlying this research is that greater lectal 

coherence implies that changes in one variant trigger changes in another variant such that 

multiple related variables co-occur within a unified variety. The overall hypothesis of this study 

is that more coherent lects are more resistant to change, while less coherent lects are more 

vulnerable to change, paralleling Milroy 's (1987) findings that the most closed social networks 

are the least resistant to change. To test this hypothesis, a new methodological construct based on 

variable frequency analysis, implicational scaling, and lattice theory from abstract algebra is 

explored, called the Lectal Lattice.1 

 

1 The author wishes to thank James T. Garrett for suggesting the lattice concept to depict lectal coherence 

and for developing the initial R script to portray it. Of course, any deficiencies remaining are entirely my own. 



Beaman ï Exploring an approach for modelling lectal coherence Page 4  

Data and Methods 

This section describes the data and methods employed in this investigation, covering the 

speech communities, data collection and preparation, the dependent linguistic variables, and the 

extra-linguistic predictors. 

Speech Communities 

This research investigates the use of Swabian or Schwäbisch, a High German dialect 

belonging to the Alemannic family, which is spoken by just over 800,000 people or one percent 

of the German population (see Figure 1). Two communities were selected for this research: the 

large international city of Stuttgart and its surrounding suburbs and the mid-sized town of 

Schwäbisch Gmünd and the neighbouring rural villages. Stuttgart, a large urban area with over 

one million inhabitants, is the heart of Swabia and home to many well-known global firms, 

including Daimler-Mercedes-Benz, Porsche, Bosch, and Siemens. With 60,000 inhabitants, 

Schwäbisch Gmünd lies 100 kilometres east of Stuttgart. A typical mid-sized German town, 

Gmiind, as it is called by the locals, is surrounded by small rural villages with 77% of the land 

dedicated to woodland and agriculture. 

Attitudes toward Swabian vary: it is either loved or loathed.  It is highly stigmatised by 

some and adored by others, as these two quotations from native Swabians demonstrate: 

 

(1) 

wenn i Urschwâbe hör, also die mã gar ned versteht, des denkt mã immer, des isch e 

Fremdsprache ja, é muss mã halt manchmal de Kopf schüttle, aber so find i des é kôi 

schlimme Sprâch é i find e Dialekt isch nie schlecht 

óif I hear really old-Swabian, that you canót even understand, then you always think, 

thatôs a foreign language, yeah, é sometimes you just have to shake your head, but I 

donót think itós a bad language é I think a dialect is never bad.ô (Bertha 1982) 
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(2) 

meine Kinder schämen sich sogar heutzutage Schwäbisch, also die verbinden 

Schwªbisch mit irgendwas, was sie nicht mºchten.é dieser dörfliche Zusammenhalt 

stoßen die eher ab. 

ónowadays my children are actually ashamed of Swabian, well they associate Swabian 

with something they donôt likeé. they are more likely to reject this village solidarityô 

(Helmut 2017) 

 

 

Figure 1. Map of the Swabian and Alemannic Dialect families.  
(Permission is granted to copy, distribute and modify this document under the terms of the GNU 

Free Documentation License, Version 1.2 or any later version published by the Free Software 

Foundation; with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. A copy 

of the license is included in the section entitled GNU Free Documentation License. 

https://commons.wikimedia.org/w/index.php?curid=11150876) 

 

Swabian Corpus 

This data for this study are drawn from a real-time Panel Study of 20 native Swabian 

speakers, first recorded 1982 and then re-interviewed between 2017-2018: 13 speakers were 

from Schwäbisch Gmünd and 7 speakers from Stuttgart; 11 were women and 9 men; 16 speakers 

were between the ages of 18 and 25 in 1982 and between 53 and 60 in 2017, and four speakers 

https://commons.wikimedia.org/w/index.php?curid=11150876
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were between 48 and 53 in 1982 and 83 and 88 in 2017; 14 of the 20 speakers completed their 

Abitur, the German college preparatory exam, and all were of a similar socio-economic status, 

quasi upper-middle class. 

The data collection methods followed the Labovian sociolinguistic paradigm, consisting 

of semi-structured sociolinguistic interviews, conducted by native Swabian speakers with the 

primary investigator in attendance in the role of friend-of-a-friend (Milroy and Milroy 1985). To 

increase compatibility across years, the same survey instrument and interviewing techniques 

were used in both 1982 and 2017, covering questions about the speakerôs childhood, games, 

friends, hobbies, local festivals and activities, and attitudes toward the Swabian language.  

Transcriptions were completed in ELAN (Wittenburg et al. 2006) by native German 

speakers, students at the University of Tübingen. A standard orthography was developed for 

easily and distinctly transcribing the Swabian dialect forms. All transcripts were verified by the 

principal investigator to ensure that standards were followed and to neutralise any potential 

transcriber bias. The dataset consists of 40 interviews (20 from 1982 and 20 from 2017), 

comprising 43 recorded hours for a total of 162,964 words, 72,550 in 1982 and 90,414 in 2017 

(the interviews were slightly longer in 2017 and in Schwäbisch Gmünd). 

Linguistic Variables 

The dependent variables investigated in this study are 12 Swabian dialect features ï six 

phonological and six morphosyntactic ï all highly representative of the rich palette of features 

available to the Swabian speaker (see Figure 2). All  variables were coded for a binary distinction 

between the dialect variant and the standard German variant. A brief description of each variable 

follows. 
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Figure 2. Swabian linguistic variables under investigation. 

 

1. Rounding of diphthong of MHG /i:/  origin  (AIS1) is a stereotypical feature of 

Swabian, hence standard German forms such as klein [klaὤn] ósmallô and allein [alaὤn] 

óaloneô are realised as glôi [glὉὤ] and allôi [alὉὤ] in Swabian. 

2. Nasalisation of /a/ before /n/ (ANN) is a traditional feature of Swabian, hence words 

such as man kann [man kan] óone canô and Anfang [anfaǼ] óofferô are realised as mã kã 

[mὄӉ kὄӉ] and Ãfang [ὄӉfὄǼ] in Swabian. 

3. Unrounding of the front vowel /ö/ (FRV1) is typical in Swabian, so that standard 

German words such as möglich [mßΈklὤç] ópossibleô and schön [ώßΈn] óbeautifulô are 

realised as meeglich [mὑΈglὤç] and schee [ώὑ:] in Swabian. 

4. Unrounding of the front vowel /ü/ (FRV3) is typical in Swabian, so that standard 

German forms such as Küche [kyΈ­ᴅ] ókitchenô and Gmünd [gyΈmunt] are realised as 

Kiiche [kὤΈ­ᴅ] and Gmiind [gὤΈmund]. 



Beaman ï Exploring an approach for modelling lectal coherence Page 8  

5. Opening of long /e:/ (LEO) is a regional dialect feature, so that standard German forms 

such as lesen óreadô [leΈzn] and Lehrer óteacherô [leΈύὃ] are pronounced as lääse [læΈs] 

and Läährer [læΈύὃ] in Swabian. 

6. Palatalisation of /st/ in syllable-coda position (STP) is a highly productive feature of 

Swabian and the Alemannic dialects. It is common in the second person singular verb 

formation, hence words such as machst [mὄxst] óyou do/makeô and nächst [nὑΈ­st] ónextô 

are realised as machscht [maxώ] and nächsht [nὑΈ­ώ] in Swabian. 

7. Present tense plural verb inflexion (EDP) -en in standard German is realised as -ed in 

Swabian, so that standard forms such as sie finden óthey findô and sie gehen óthey goô are 

realised as sie finded and sie ganged in Swabian. 

8. Verb gehen ógoô (IRV1) has an irregular conjugation in Swabian, hence forms such as 

ich gehe óI goô and weitergehen ócontinueô are realised as i gang and wêitergâht. 

9. Verb haben óhaveô (IRV3) has an irregular conjugation in Swabian, for example, the 

past participial has different realisations depending on voicing, ghet, ghed, khet, or khed 

in Swabian versus gehabt óhadô in standard German. 

10. Periphrastic subjunctive tun ódo/makeô (PVB) is typical in Swabian, so forms such as 

er dääd lache óhe would laughô and es dääd beeinflusse óit would influenceô vary with 

the standard German periphrastic subjunctive using werden óto becomeô, er würde lachen 

and es würde beeinflussen. 

11. Diminutive suffix -le (SAF1) is highly productive and varies with the standard German 

suffix -chen (or the older affix -lein). Hence, forms like Mädle ólittle girlô, Tellerle ólittle 

plateô, and Unterschiedle ósmall differenceô vary with standard German forms Mädchen, 

Tellerlein, and klein Unterschied. 
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12. Dropping of past participle prefix -ge (SAF5) is a common feature in Swabian, hence 

forms such as hen kriegt óhave receivedô and isch umzoge óhas movedô vary with the 

standard German forms haben gekriegt and ist umgezogen. 

Strict adherence to the principle of accountability was ensured through the use of a 

bespoke Swabian-German Lexicon (SGL), compiled from all words in the 40 transcripts which 

contained a token (Swabian or standard German) of one of the 12 Swabian features under 

investigation. False starts and repetitions were excluded. In total, 50,875 tokens for the 12 

linguistic variables were extracted, 21,714 from 1982 and 29,161 from 2017, with an average of 

over 1,000 tokens per speaker in 1982 and over 1,400 tokens per speaker in 2017. 

Extra-linguistic Predictors 

Due to space limitations, only two extra-linguistic factors are discussed in the current 

study: (1) two recording years (1982 and 2017) and (2) two communities (Stuttgart and 

Schwäbisch Gmünd). Additional social factors influencing the Swabian dialect situation have 

been reported on elsewhere (Beaman 2020). 

Analysis and Results 

The analysis and results begin with an overview of the changing dialect situation in 

Swabia with respect to the 12 linguistic variables under investigation. Next, the Lectal Lattice is 

described and its construction explained, followed by an examination into the linguistic 

coherence in the two communities across the two recording periods. Finally, the differences and 

potential advantages of the Lectal Lattice over other linear models and graphical representations 

are discussed. 
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Linguistic Variables 

Figure 3 shows the results of a generalised linear regression model (glmer function in the 

package lme4 version 1.1-21) on the change in use of the 12 linguistic variables across the two 

recording periods. The phonological variables are on the left and the morphosyntactic ones on 

the right, sorted by decreasing probability of occurrence in 1982. As is quickly apparent, all 

variables indicate highly significant attrition across the two recording periods. We also see, with 

the exception of the two Swabian affixes (ó-leô and óge-ô), that the morphosyntactic variables 

have receded significantly more than the phonological ones. Further investigation into the 

diminutive suffix  (-le) suggests that this variable may be more lexical than morphological, while 

dropping of the past participle prefix (ge-) may be more a case of phonological reduction than a 

true morphological distinction.  

 

Figure 3. Swabian linguistic variable predictions by recording year and variable type, generated 

by the R predict function based on the results of a linear regression model with glmer. 

Dialect Change in Swabia 

Figure 4 depicts the changing dialect situation in Swabia by analysing the 12 linguistic 

variables using Principal Components Analysis (PCA) (prcomp function in package stats, 



Beaman ï Exploring an approach for modelling lectal coherence Page 11  

version 3.5.3), a type of linear modelling which has been used by many sociolinguists as a 

heuristic for grouping speakers based solely on their linguistic behaviour (Horvath and Sankoff 

1987). PCA reduces the dimensionality of multivariate data to a small set of derived factors (i.e., 

principal components), each representing a summarisation of the linguistic features that co-occur 

with high frequency. In Figure 4, PC1 for the phonological variables is plotted on the horizontal 

axis and PC1 for the morphosyntactic variables on the vertical axis. The upper right corner 

approximates 100% usage of all dialect variants, while the lower left corner verges toward 100% 

usage of the standard German variants. The plus signs mark each speakerôs dialect usage in 

1982, and the dots denote each speakerôs usage in 2017. With two exceptions, all speakers have 

experienced dialect attrition as can be seen by the overall trend with the plus signs (1982) at the 

top of the graph (indicating greater dialect usage) and the dots (2017) at the bottom of the graph 

(revealing greater standard usage). 

The dotted ellipse at the top of Figure 4 (drawn at two standard deviations from the mean 

of the group) encircles the speakers from Schwäbisch Gmünd in 1982. The small, compact 

nature of this ellipse indicates that there was considerable homogeneity among the speakers in 

1982 with regards to the use of these dialect variants. The dashed ellipse in the middle of Figure 

4 encircles all speakers in 1982, signalling a stronger tendency toward the use of standard 

variants when the speakers from the urban centre of Stuttgart are incorporated into the model. 

Finally, the longest ellipse encircles all speakers in 2017, highlighting two key findings: (1) the 

Swabian dialect has moved closer to the standard language in 2017 than it was in 1982, as seen 

by the placement of the pluses (in the upper right) and the dots (in the lower left), and (2) there is 

noticeably greater diversity in dialect and standard usage in 2017 than there was 1982 (as 

demonstrated by the size of the 2017 ellipse). Drawing on ethnographic observations, in 1982 

both communities exhibited many, dense, multiplex social relationships, whereas by 2017, 
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community ties have weakened and social connections become considerably more dispersed, 

particularly in Stuttgart. In fact, many of the Stuttgart speakers, who were all close friends in 

1982, had completely lost contact with one another by 2017, requiring considerable espionage on 

the part of the principal investigator to locate these individuals to re-interview them. 

 

Figure 4. Change in Swabian dialect usage for 12 linguistic variables for two communities 

over a 35-year time span (1982 to 2017). 

Lectal Coherence 

The theoretical question this paper seeks to address is to what extent do varying lects 

reflect coherence. By measuring the level of coherence in a given lect (e.g., the 1982 Schwäbisch 

Gmünd speakers) we can compare it with other lects (e.g., the 2017 Stuttgart speakers) and 

thereby examine the impact that coherence has on language variation and change. To address this 

challenge, this paper proposes a LATTICE, a concept drawn from both the order theory of 

mathematics and universal algebra (Partee et al. 1993). Linguists have used LATTICES in 

phonology, syntax, semantics, neurolinguistics and computational linguistics, but not yet in 
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sociolinguistics or variation studies. A LATTICE is an abstract structure that uses binary relations 

to examine the hierarchical or implicational relationships within a given set of elements. A 

LATTICE generalises the data from a straight line (such as x implies y implies z) to a multi-

dimensional picture, depicted by a Hasse diagram, as illustrated in Figure 5.  

 

Figure 5. Lattice demonstrating sets and subsets as visualised by a Hasse diagram. 

 

A LATTICE consists of PARTIALLY ORDERED SETS, called POSETS, in which every two 

elements have a least upper bound, called a JOIN, and a greatest lower bound, called a MEET. The 

relationship between the variables is one of inclusion. For any two elements, you can move up 

the LATTICE to find an element that includes both (the JOIN) or step down the LATTICE to find an 

element that includes both (the MEET). LATTICES exhibit the principle of DUALITY , which means 

that they function equally in both directions ï top-down or bottom-up. Thus, in turning a LATTICE 

upside down, the MEETS become JOINS, and the JOINS become MEETS. 
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Pairwise Comparisons 

The first step in developing a Lectal Lattice is to create post hoc PAIRWISE COMPARISONS 

for each speakersô set of linguistic variables, arranged in two-by-two contingency tables. Figure 

6 illustrates an example POSET for speaker Angela in 1982. The 12 linguistic variables (AIS1 

through STP) generate a POSET of 144 pairs of variables. Using the Suissa & Shuster Exact test 

with the Holm-Bonferroni method (Holm 1979), each pair of variables is tested to determine 

whether there is a significant difference in frequency of usage. When a statistical difference is 

found (specifically, when the variable in the row is lower than the variable in the column 

maintaining the implicational order) the pair is assigned a 1, otherwise a 0 is assigned. In a POSET 

every pair of variables need not be related significantly for the pattern to be valid, allowing for 

uncertainties or inadequacies or unknowns in the dataset, which of course is common with 

sociolinguistic data.  

 

 
Figure 6. One speakerôs POSET illustrating pairwise comparisons for 12 linguistic 

variables. 0 = non-significant pair and 1 = significant pair based on Suissa & 

Shuster (1985) Exact test (p<.05) using the Holm-Bonferroni method. 

 

The speakersô POSETS are then sorted first by significant pairs and then according to the 

frequency of the dialect variant, generating a new sorted POSET as exemplified on the right in 

Figure 6. The sorted POSETS are RANKED by summing the significant pairwise comparisons. In 

Figure 6, Angela in 1982 has a RANK of 28 because there are 28 significant pairwise comparisons 
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in the 12 linguistic variables under investigation. RANK  allows us to calculate the DISTANCE 

between two different lects (two idiolects in this example), a value that denotes the number of 

pairs that would have to change for the two lects to be identical.  

 

Figure 7. Joining POSETS with nearest neighbours based on DISTANCE to create NODES 

in the lattice. 0 = non-significant pair and 1 = significant pair based on Suissa & 

Shuster (1985) Exact test (p<.05) using the Holm-Bonferroni method. Dark grey cells 

highlight pairs joined in creating the new POSET. 

 

In the next step, neighbouring POSETS, i.e., those that are most similar, are mathematically 

JOINED; specifically, all neighbours lying at the same minimum DISTANCE are joined one by one. 

Figure 7 demonstrates Angelaôs POSET being joined with Markusô POSET, to create a new POSET 

which will become NODE 101 in the LATTICE. In this example, there are seven joined pairs, 

indicated in dark grey, which is the mathematical DISTANCE between Angela and Markusô lects. 

To build the LATTICE, all POSETS are connected with their nearest neighbours and joined into new 

POSETS. Itôs POSETS within POSETS ï or ñturtles all the way downò ï and up, of course, to 

maintain the DUALITY  of the lattice. 

The Lectal Lattice 

Figure 8 presents a preliminary Lectal Lattice for the 20 Swabian speakers in 1982. The 

vertical axis represents the RANK, and the horizontal axis represents the FILE, i.e., the left-to-right 
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right line-up of the individual lects based on the first principal component. The LATTICE was 

created with standard R functions, including plot, points, lines and text. It is technically a SUB-

LATTICE because it does not display all of the points in the LATTICE, rather only the significant 

ones. It is also a SEMI-LATTICE because it depicts only the JOINS or the upward trajectory and not 

the MEETS or the downward trajectory. This SUB-SEMI-LATTICE greatly simplifies the 

visualisation by eliminating redundant and irrelevant information. 

 

Figure 8. Lectal Lattice for 20 Panel speakers in Stuttgart and Schwäbisch Gmünd in 1982. 

 

Each point in the Lectal Lattice represents a lect, either a single idiolect or a group of 

lects that have been joined, such as a dialect, a sociolect, a regiolect, or even a particular style, 

stance, or register. The points for each speakerôs idiolect form the foundation of the lattice, 

which are labelled in Figure 8 with the speakersô pseudonyms. On the far right in Figure 8, NODE 

101 from Figure 7 is visible showing the JOIN of Angela and Markusô lects.  

From this picture, we can easily see that the speakers fall into two fairly distinct groups, 

the speakers from Stuttgart on the left and the speakers from Schwäbisch Gmünd on the right, 


